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Overview

• Ethics and its relevance to AI

• Ethical Subjectivity 

• Failed Subjectivity 



Philosophy as Dichotomy of Subjectivity and 
Objectivity



Ethics a celebration of subjectivity 

• Code of Conduct

• Applied ethics

• bioethics, business ethics, 
environmental ethics, etc. etc. etc.

• Moral agents or ethical subjects

• Ethical development by technology?



Some 2000 year old challenges (in Europe)

• Celebration of freedom 
• But what is immoral?

• Morality breaks traditions and customs 
• Religion is more than morality, as these are 

historical stories that include immoral 
actions too like the use of stoning in the 
testament 

• Our own morality includes the claim 
that all other rational people should 
endorse it
• In heterogeneous societies there seems to 

be no universal code or at least not a direct 
one



Ethics and AI

• (Super-)intelligence taking over the world

• Terminator

• Drones

• The stuff of PhD theses: If a fully automated car 
loses control and has to decide whether to roll 
over a young woman pushing a stroller or two 
elderly women

• Automation 

• Complete new areas of work are affected

• Data control and privacy 

• Bias





https://www.fordfoundation.org/idea
s/equals-change-blog/posts/can-
computers-be-racist-big-data-
inequality-and-discrimination/

https://vimeo.com/145335290



Civil Rights and 
Algorithms

At the beginning of 2014, as an 
answer to the growing 
concerns about the role played 
by data mining algorithms in 
decision-making, US President 
Obama called for a 90-day 
review of big data collecting 
and analysing practices. 

https://www.whitehouse.gov/sites/default/file
s/microsites/ostp/2016_0504_data_discrimina
tion.pdf



House of Lords Report

• Principles:

• Common good and benefit of humanity

• Intelligibility and fairness

• Data rights or privacy of individuals, 
families, or communities

• The autonomous power to hurt, destroy, or 
deceive human beings should never be 
vested in artificial intelligence

• Need to look at near-future scenarios 
rather than doomsday



AI Ethics as career



This talks focuses 
on Ethical 

Subjectivity

What would it mean 
to create ethically 
behaving AI? – Food 
for Thought
Think about:

AI’s decision are not subjective enough as 
they are too objective. It has always tried to 
reproduce the subjectivity of experts. 



Ethical Subjectivity for the 
Digital Human

Critique of the datafication of culture 



Data citizens

Enabling the full participation in the datafied society

• Big Data

• Network devices including the Internet and social media

Critical Citizenship involves not just the rights but also to claim rights



Datafication of Culture

‘To datafy a phenomenon is to put it in a quantified format so that it can be 
tabulated and analysed’ (Mayer-Schönberger and Cukier, 2013: 78)

Datafication

• process whereby the world is captured in data

• & reconstituted into new forms of value

Insights on 

• what we think, how we feel, what we respond to and in what way, where we go, 
what we do, who we interact with, what we listen to, what we read, what we like, 
who we like it with, who we like, and so on



Data Citizens: Our Data Ourselves

Tobias Blanke

Mark Coté

Jennifer Pybus

Giles Greenway



Research Devices



Empowering Data Citizens

Greenway, G., Mack, L., Blanke, T., Cote, M., Heath, T. ‘Towards a mobile 

social data commons’. In Big Data (Big Data), 2015 IEEE International 

Conference on. IEEE, pp. 1639–1642, 2015.
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http://sobigdata.eu/

Horizon 2020 SoBigData

For ethically sensitive 
scientific discoveries and 
advanced applications of 
social data mining to the 
various dimensions of social 
life, as recorded by ‘big data’

Multi-disciplinary including 
digital humanities and social 
sciences



SoBigData@KCL

Lead on the training and education:

1. Summer schools: Lipari summer schools on 
computational social science and London 
summer school on FakeNews

2. Datathons: NervousNet Zurich and Estonia 
social impact

3. Gender and diversity issues in data science: 
R ladies and Artificial Intelligence for 
Gender Minorities

4. Open teaching materials (video lectures, 
virtual machines, SWIRL and Notebooks)



MA Big Data in Culture and SocietyBig Data in Culture & Society MA 

Programme Information

http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-data-in-culture-and-society-ma.aspx

i) Theorising Big Data

ii) Big Data in Practice: Co-

laboratories, Tools & Methods 

iii) Social and Cultural 

Analytics 

iv) Big Data Law and Ethics

v) Dissertation 

http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-
data-in-culture-and-society-ma.aspx

http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-data-in-culture-and-society-ma.aspx
http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-data-in-culture-and-society-ma.aspx


Acts of digital parasitism: data, humanitarian 
apps and platform economies



Data Translation Zone: KCL & Tactical Tech 
Community Partnership

The Glass Room is an immersive ‘tech store with a twist’ that disrupts our relationship with 
technology and encourages visitors to make informed choices about their online life.





Big Data Security Assemblage

• Three Dimensions 
• Inverting the DIK hierarchy and data as a 

complex epistemic object
• Division of labour in constructing digital 

security devices and computers enrolled in 
socio-technical assemblages

• There are no ‘unreasonably effective’ 
algorithms. Critical approaches to security and 
surveillance need to engage with the methods 
and routine practices of Big Data-security 
analytics.

• Claudia Aradau and Tobias Blanke. "The 
(Big) Data-security assemblage: Knowledge 
and critique." Big Data & Society 2.2 (2015)



Critique of AI decision-
making

	 9	

‘geometry	of	the	space’	(Van	Rijsbergen	2004,	20)	they	are	captured	in.		

Computational	analytics	then	exploits	the	so-called	‘between-ness’	between	

such	dots	in	the	feature	space.	This	between-ness	can	be	measured	and	is	what	

predictive	analytics	targets.	The	algorithms	used	in	predictive	analytics	rely	on	

this	feature	space,	on	assumptions	about	how	it	can	be	optimally	partitioned	

and	the	calculability	of	‘between-ness’	as	a	measure	of	how	distant	or	close	data	

points	are.	

	

	
	

Figure	1:	2-class	classification	in	3-dimensional	feature	space	with	decision	

boundary	(Lee	2014)		

	

As	shown	in	Figure	1,	which	represents	a	simple	machine	learning	algorithm,	

inputs	into	algorithms	are	represented	as	combinations	of	features	in	an	

abstract	space.	In	this	case,	the	feature	space	spans	three	numerical	features	

and	thus	has	three	axes.	The	underlying	sample	data	is	highly	clustered	into	

blue	and	red	dots	so	that	the	algorithm	can	develop	a	simple	partition	or	

boundary	line	between	them.	For	computational	analytics,	the	choice	of	features	

‘matters	for	successful	classification—arguably	more	so	than	the	choice	of	

classification	algorithm’	(Janert	2010,	423).	For	example,	PredPol	processes	

crimes	by	a	combination	of	three	features:	what,	when	and	where	or	type,	time	

and	location	of	crime	(PredPol	2015a).	Each	feature	would	constitute	a	

dimension	of	the	problem	to	be	modelled	and	lead	to	a	three-dimensional	

feature	space.	Big	data	algorithms	manipulate	this	feature	space	and	its	various	

combinations	in	order	to	create	labels	for	each	object	that	can	already	be	found	

in	the	feature	space	and	thus	predict	new	possible	objects	in	the	feature	space.		

The	number	of	features	can	grow	very	fast	and	each	feature	can	be	

combined	with	each	other	feature,	which	means	the	space	dimensions	grow	

Inter-subjectivity

Self and other

Aradau, C. & Blanke, T., Politics of prediction: security and the time/space of 

governmentality in the age of big data, European Journal Of Social Theory. 20, 3, 

2017.

Aradau, C. & Blanke, T.,  Governing others: Anomaly and the 

algorithmic subject of security

European Journal of International Security, 2018



Avoid becoming an outlier
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