Ethics of Al and ING'S

Algorithmic College
Reason LONDON

Department of Digital Humanities
Tohias Blanke




- Ethics and its relevance to Al
- Ethical Subjectivity

- Failed Subjectivity



Philosophy as Dichotomy of Subjectivity and
Ohjectivity

Q\b)echve

What is it like to be a bat? What is it
like for a bat to be a bat?

— Thomas N’age/ —
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Ethics a celehration of subjectivity

¢ Annliad ﬂthics -=-My subjective

reality is objective

- Dhioethics, business ethics, to me.
environmental ethics, etc. etc. etc.

- Moral agents or ethical subjects
- Ethical development by technology?



ome 2000 year old challenges (in Europe)

Search on Philosophy...

- Morality breaks traditions and customs

- Religion is more than morality, as these are
historical stories that include immoral
actions too like the use of stoning in the
testament

- Qur own morality includes the claim
that all other rational peopie should
endorse it

- In heterogeneous societies there seems 1o
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Phllosophy Questions  Tags

Why does all of existence take place through my subjective point of view?

Asking such a question almost seems a bit insane. While | agree that there certainly seems to exist
an objective external reality of which | seem to be a part of, | can never experience existence in a
truly objective way (by not being a part of it and just looking in). The way things really appear to me
is that everything is ultimately subjective to me.

There are things that | can immediately control in my subjective experience and things that are out of
my control, but that are nevertheless part of me because ultimately all perception and understanding
takes place within my mind. Since | am unable to take a truly objective view to assess my own
reality, because | can't step out of everything in order to look back in, a few strange and strongly
solipsistic interpretations of reality seem just as plausible to me as more accepted objective ones.

For example: what if all existence appears to take place exclusively from my point of view because |
am the only (or first) conscious entity in the world? What if every other human is just a human
behavior machine (a philisophical zombie) and | am the sole conscious observer of the world? |
would be in a sense a prototype or at least the current (unique) means for the universe to be self
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Algorithmic risk-assessment: hiding racism behind
“empirical” black boxes
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US. Courts Are Using Algorithms Riddled With Racism to Hand Out Sentences
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Courts around America and the world increasingly rely on software based risk-
assessment software in determining bail and sentencing; the systems require the
accused to answer more than a hundred gquestions which are fed into a secret
model that spits out a single-digit “risk score” that courts use to decide who to
lock up, and for how long.

White defendants were routinely given lower threat scores thaon biack defendonts.



C | & https://www.fordfoundation.org/ideas/equals-change-blog/posts/can-computers-be-racist-big-data-inequality-and-discrimination/
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Can computers be
racist? Big data,
inequality, and
discrimination

https://www.fordfoundation.org/idea
s/equals-change-blog/posts/can-
computers-be-racist-big-data-
.+ .inequality-and-discrimination/
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Rlaori
gorithms

At the beginning of 2014, as an _

answer to the growing Agortthmic Syeteme
concemns ahout the role played Opportunity, and Civil Rights
by data mining algorithms in

decision-making, US President
Ohama called for a 90-day Q
review of big data collecting

and analysing practices.

https://www.whitehouse.gov/sites/default/file
s/microsites/ostp/2016_0504 data_discrimina
tion.pdf



House of Lords Report

The autonomous power to hurt, destroy, or
deceive human beings should never he

“As soon as it works, no one calls it Al anymore ...

You wake up, refreshed, as your phone alarm goes off at 7:06am, having analysed
your previous night's sleep to work out the best point to interrupt your sleep
cycle.? You ask your voice assistant for an overview of the news, and it reads out a
curated sclection based on your interests.” Your local MP is defending herself—a
video has emerged which seems to show her privately attacking her party leader.
The MP claims her face has been copied into the footage, and experts argue over
the authenticity of the footage.* As you leave, your daughter is practising for an
upcoming exam with the help of an Al education app on her smartphone, which
provides her with personalised content based on her strengths and weaknesses in
previous lessons.,®

On your way to work, your car dashboard displays the latest traffic information,
and estimates the length of your journey to the office, based on current traffic
conditions and data from previous journeys.” On arrival, you check your emails,
which have been automatically sifted into relevant categories for you.” A colleague
has sent you several dense legal documents, and software automaticaliy highlights
and summarises the points most relevant to a meeting you have later.® You read
another email, sent by your partner, asking if he can borrow your bank login
details to quickly check something. On closer inspection you decide it is probably a
fake, bur still, you hesitate before deleting it, wondering bricfly how the spammers
caprured his writing style so unerringly.®

You have other things to worry about though, as you head to 2 hospital appointment.
However, after a chest x-ray, you are surprised when the doctor sits you down
immediately afterwards, explaining that you look to have a mild lung infection
you had expected it to take weeks before the results came back.'®

Your relief is short lived—a notification on your phone warns you of suspicious
activity detected on your bank account, which has been automatically stopped
as a resuit.’’ You call the bank, and someone called Sarah picks up, and helps
you order a replacement card. Except, you soon realise, Sarah is not human at
all, just a piece of software which sounds just like a real person.'* You are a little
unnerved you did not realise more quickly, but still, it got the job done, so you do
not particularly mind.

After a quick detour o the local supermarket, where the products on the shelves
have all been selected automatically based on previous customer demand,
current shopping trends and the likely weather that day, you drive home.** On
your way back, your car detects signs that you are feeling slightly agitated, and
chooses some music you have previously found relaxing.”* After dinner, you and
your partner watch a film suggested by your TV, which somehow strikes just
the right note for both of your normally divergent tastes.'” After dozing off, your
house, predicting you are asleep by now, turns off the bathroom light and turns
on the washing machine, ready for another day.'*



Technology is giving life

the potential to flourish 3.

like never before...

News: Al Biotech Nuclear Climate Partner Orgs
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Home Towards a Code of Ethics for Al Is Al Ethics Special? Developing Codes of Ethics for Al BESelees Elon Musk donates $10M to keep Al beneficial

MIGER Technology Science Culture Gear Business Politics

Ethics in Artificial Intelligence _— PENT{\GON WILL EXPAND Al
PROJECT PROMPTING

This is the website for a project based in the Computer Science Department, Universi i l i i PROTESTS AT (1 0 0 GLE
Dxford, Towards a Code of Ethics for Artificial Inteligence Research’, which is being ¢ eep I n s "ew e Ics u " I 1

out by Professor Mike Wooldridge, Professor Peter Millican, and Dr Paula Boddington.

one of a group of projects funded by the Future of Life Institute in 2015 for a global res - I -
programme aimed at keeping Al beneficial to humanity, with a donation of $10 000 OC Is e 80 m pa ny s nex Ig

Elon Musk. We were very excited to be one of 37 projects granted an award.

Google-owned DeepMind has announced the formation of a major new Al
research unit comprised of full-time staff and external advisors




This talks focuses
on Ethical
Subjectivity

What would it mean Everybody needs a hacy
to create ethically !
behaving Al? — Food
for Thought
Think about:

Al’s decision are not subjective enough as
they are too objective. It has always tried to
reproduce the subjectivity of experts.




Ethical Subjectivity for the
Digital Human

Critique of the datafication of culture



Enabling the full participation in the datafied society
- BigData
 Network devices including the Internet and social media

Critical Citizenship involves not just the rights but also to claim rights

ING'S
College

LONDON




Datafication of Guiture

Todatafya nhenomenon IS to put it in a quantified format so that it can he
tabulated and analysed’ (Mayer-Schonberger and Cukier, 2013:78)

Datafication

- process wherehy the world is captured in data
- &reconstituted into new forms of value
Insights on

- what we think, how we feel, what we respond to and in what way, where we go, :
what we do, who we interact with, what we listen to, what we read, what we like, [ €)%
who we like it with, who we like, and so on LONDON




Kings College OpenBSD Hack

W See the full event details

5 projects

Data Discovery by @«

Visualise social data and mobile use

Data Mining by Adam Fery
Displaying Data from the SQLLite database created in the MobileMiner app.

T —— Improvements to Mobile Miner by Finnbar Keating
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Mining Mobile Youth Cultures

Tobias Blanke, Giles Greenway, Jennifer Pybus and Mark Cote
Department of Digital Humanities, King’s College London, United Kingdom
Email: tobias.blanke @kcl.ac.uk, giles.greenway @kcl.ac.uk, jennifer.pybus@kcl.ac.uk, mark.cote@kcl.ac.uk

Abstract—In this short paper we discuss our work on co-
research devices with a young coder community, which help
investigate big social data collected by mobile phones. The
develop was panied by focus groups and interviews
on privacy attitudes and aims to explore how youth cultures are

The project thus identifies BSD as a distinct subset of big data,
one particularly relevant to arts and humanities researchers.

II. BACKGROUND — REALITY MINING

Stop My tracked in mobile phone data. Sandy Pentland is widely recognised for his idea of using
Mining Data mobile phones for ‘reality mining’ [3]. In 2004, he and his
S I. INTRODUCTION colleagues analysed 350,000 hours of mobile phone data and
tOD MV 2 . . have since captured in 'living laboratories’ human culture on
ngs Our social and cultural world is transformed through the  an unprecedented scale [3]. They investigated mobile phone
" - no= unprecedented growth in the data we generate about our-  data from the Ivory Coast to track commuter behaviour on
*d The game ThelLine" is 661104 selves. We exist in a data-centric society characterised by our  public transport. The aim was to find patterns that would help
malki ng rather freq uent information-rich environment and a ‘quantified self’ [1]. In  reduce commuting time. This experiment is typical for a host
- Closed order to better understand these ch we have engaged in  of reality mining projects that discover patterns of real-life
use of an internet miner a project to investigate ‘Big Social Data (BSD)’, and the role  regularities in terms of mobility, lifestyle choices, opinions,
| Social Data Project. connection. e-sandbox
l.apps.plus
.pp dz —y ) & SOCIETY
a, Go Filters e:sandboxe g y sinal Research Article
- 9" Big Data & Society
protocol ip port opened -~ clo: 4:57:13) t. July-December 2015: 1-10
- Ll o o o
tcp 7117 3002 2014-07-09T13:25:06 2 714) - /|ack|ng the social life of B|g Data ?ThetAut:or(S) 2015
B 0 . . : €prints and permissions:
tcp Sfial el L8 s R = o sagepub.com/journalsPermissions.i
tep 7.1.1.7 3002 2014-07-09T13:20:03 2 4:57:18) T DOI: 10.1177/20539517156 6649
tcp 5.4.12.10 443 2014-07-09T13:11:48 2 4:57:18) ? 5 bds.sagepub.com
P 1 -2 . 3
tcp 7.1.1.7 3002 2014-07-09T12:41:47 2 ~« ~mnifer Pybus', Mark Coté” and Tobias Blanke ®SAGE
tcp 7.1.1.7 3002 2014-07-09T12:11:46 2 s
tcp 5.4.12.10 443 2014-07-09T12:09:45 2 ¢
tcp 7.1.1.7 3002 2014-07-09T12:09:42 2 2
tcp 7.1.1.7 3002 2014-07-09T11:56:59 2 — @‘ ksstract
C 1.0 = - -1 & s y . N . . . PR
..*" s paper builds off the Our Data Ourselves research project, which examined ways of understanding and reclaiming 1
tc 7.1.1.7 3002 2014-07-09T11:52:17 2 X ) . . .

P " a that young people produce on smartphone devices. Here we explore the growing usage and centrality of mobiles
tep 5.4.12.10 443 2014-07-09T11:46:35 2 . lives of young people, questioning what data-making possibilities exist if users can either uncover and/or capture wi
tcp J.1.1.7 3002 2014-07-09T11:36:44 2 controllers such as Facebook monetize and share about themselves with third-parties. We outline the MobileMin
tcp 6.2.12.10 443 2014-07-09T11:02:37 2 1pp we created to consider how gaining access to one’s own data not only augments the agency of the individual but
tcp 5.4.12.10 443 2014-07-09T10:46:23 2 collective user. Finally, we discuss the data making that transpired during our hackathon. Such interventions in t

losed processes of datafication are meant as a preliminary investigation into the possibilities that arise when yot
»ple are given back the data which they are normally structurally precluded from accessing.

ywords
Data, data making, datafication, hacking, mabiles, youth



Towards a Mobile Social Data Commons

Giles Greenway*, Leonard Mack’, Tobias Blanke*, Mark Cote* and Tom Heath'
*Department of Digital Humanities, King’s College London, United Kingdom
TOpcn Data Institute, London, United Kingdom
Email: tobias.blanke@kcl.ac.uk, giles.greenway @kcl.ac.uk, mark.cote@kcl.ac.uk

Abstract—This paper discusses how born-digital cultural ma-
terial can be opened up for research. We focus in particular
on the grey area between private mobile phone data and its
publication and use for research and beyond. We report on
the results of the ’Empowering Data Citizens’ (EDC) project,
which is a collaboration between King’s College London and the
Open Data Institute. The work builds on the project Our Data
Ourselves (http://big-social-data.net/), which studies the content
we generate on our mobile devices, what we call big social data
(BSD), and explores the possibilities of its ethical storage.

I. INTRODUCTION

Our project addresses a basic research question: How do
we transform BSD into open data, and in turn, empower the
end users of mobile devices and cultivate new data communi-

anonymisation technologies for publishing cultural data. This
approach will cultivate open data cultures, for example, by
presenting the potential surplus from integrating it with other
linked data resources such as the concept ecosystem of DB-

pedia [1].

The main vector of our research is in approaching born-
digital cultural content via the model of open data. Open data
refers to data available for anyone to use for any purpose
and free of cost. Open data should be in formats that are
interoperable, that is, it can be linked, and thus easily shared,
in a standard and structured format for easy reuse. The key
deliverable of our project is the cultivation of an ethical
environment of openness for this kind of important born-digital
content for cultural analysis.

Greenway, G., Mack, L., Blanke, T., Cote, M., Heath, T. ‘Towards a mobile
social data commons’. In Big Data (Big Data), 2015 IEEE International
Conference on. IEEE, pp. 1639-1642, 2015.
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30BigData@KCL

1.  Summer schools: Lipari summer schools on
computational social science and London
summer school on FakeNews

2. Datathons: NervousNet Zurich and Estonia
social impact

4. Openteaching materials (video lectures,
virtual machines, SWIRL and Notehooks)
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Social Impdetibata Hack 2017
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MA Big Data in Culture and Society

ING'S Search website Q
College

LONDO

Prospective
Students

Undergraduate Postgraduate More courses International students Why King's? Accommodation Student life Visit King's I] Th e 0 rls' n g B I g n ata
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Big Data in Culture & Society MA
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Our Big Data in Culture & Society MA recognises the growing importance of Big Data in

Application status

. v e - - -
contemporary society and addresses the theory and practice of Big Data from an arts and Open
humanities perspective. . “ I I
Duration

http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-
data-in-culture-and-society-ma.aspx



http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-data-in-culture-and-society-ma.aspx
http://www.kcl.ac.uk/study/postgraduate/taught-courses/big-data-in-culture-and-society-ma.aspx

DIGITAL ECOSYSTEMS OF REFUGEE MOBILITY
Location Anatomy Museum (6th Floor) King's Building Strand Campus
When 08/06/2017 (09:30-17:00)

Contact Claudia Aradau (claudia.aradau@kcl.ac.uk).

In a 2016 report on ‘Connecting Refugees’, the UNHCR argued that ‘a lack of
connectivity constrains the capacity of refugee communities to organise and
empower themselves, cutting off the path to self-reliance’ (UNHCR, 2016: 8).
Connectivity thus articulates the simultaneous improvement of refugees’ lives
and the transformation of humanitarianism by =~ —*-—"~- - == *—=-
ecosystem for refugees. In fostering digital m ' N
humanitarian organisations, NGOs and corpc =~
new modes of algorithmic governmentality. =~

This workshop proposes to explore the social

these developments. According to Thomas B -
algorithmic governmentality is focused Not SO s
but on relations (Rouvroy & Berns, 2013). Th

how datafied and digital relations emerge bot
humanitarian organisations, and between nor

the digital ecosystems. It also proposes to co

world as human/nonhuman entanglements, g

through refugee practices on social media, bt
communications in the refugee ecosystems.

TURKE!




Data Transiation Zone: KCL & Tactical Tech
Community Parmership

THE GLASS ROOM LONDON

OAY 3 )
<
cvarrd
SEr = 4 <

<%
N %= KING’S COLLEGE LONDON: HACKING THE
O4) MOBILE ECOSYSTEM

Monday, 30 October, 2017 - 2:00 pm - 5:00 pm
Location: The Glass Room London

In this workshop, led by Dr Giles Greenway of the Digital Humanities Department at King's College London, participants will analyse
Android apps using a suite of tolls packaged in a custom virtual machine running in Oracle VirtualBox. by downloading and extracting
ine the thir ies i ad, and the ission:

Android packages » Google Play Store, they will be able to deterr

from the user. Even non-coders will be able to learn what data apps transmit by decompili

also be some basic examination of live network traffic.

The Glass Room is an immersive ‘tech store with a twist’ that disrupts our relationship with
technology and encourages visitors to make informed choices about their online life.
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Big Data Security Assembiage

- Three Dimensions

- Inverting the DIK hierarchy and data as a OSAGE JOUMNAIS  somse  Rosmmcos  yToos o mors, .
complex epistemic object

- Division of labour in constructing digital
security devices and computers enrolled in
socio-technical assemblages Big Data & Society

[] H y
« 1Nere are no_unreasonaniy emnecuve
Igorithms. Criti |
algorithms. Critical approaches to security and
surveillance need to engage with the methods ot s o mplage: Knowledge and enfique
“ g Claudia Aradau, Tobias Blanke
- - -
and routine practices of Big Data-security
-
a“alvtlcs. Download PDF E Article information Altmetric 29 0

H H " Abstract
o Gldlala Araaau ana 10nias bialnke. 1ne

- - The Snowden revelations and the emergence of ‘Big Data’ have rekindled questions about how
[BI3] nata-sec“rll assemhlage: KnnWIEd e security practices are deployed in a digital age and with what political effects. While critical

— " — H scholars have drawn attention to the social, political and legal challenges to these practices, the
an crltlu"e- Blg ata & sncletv 2.2 [2015 debates in computer and information science have received less analytical attention. This paper

proposes to take seriously the critical knowledge developed in information and computer science

Home Browse Submit Paper About



Inter-subjectivity

“ Figure 6-6  An unsupervised learning algorithm was used to cluster the calls into similar groups.

This resulted in the identification of three distinct clusters of calls, based on the num-

ber of participants and the day of the month that the conference occurred. Additional
information suggested possible operational differences between the clusters. (Screenshot of
Tiwo-Step output taken by the author is from Clementine 8.5; SPSS, Inc.)
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Aradau, C. & Blanke, T, Politics of prediction: security and the time/space of
governmentality in the age of big data, European Journal 0f Social Theory. 20, 3,
2011.

Understand usage of capabilities
Use Case Class Mapping
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e A see it and NSA to understand
— the benefits of our current

=3 S — where respective strengths and
Target Based Discovery eatty Dotk weaknesses exist
* Provides a clear set of drivers for
architectural evolution
e — Missing capabilities
Target Tracking Discovery — Suboptimal use of capabilities
— Opportunities for collaboration and

 no Unkno reuse
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U.S.GOVERNMENT DESIGNATED
PROMINENT AL JAZEERA JOURNALIST AS
“MEMBER OF AL QAEDA”

200

Aradau, C. & Blanke, T, Governing others: Anomaly and the
algorithmic subject of security
European Journal of International Security, 2018



From GSM
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proportion of queries for Small proportion of queries for
most of the analysts some of the analysts
Target, Unknown
Qs
Target Based Discovery
Anomaly Detection
Targetbased
Development
Behaviour-based
Target Tracking Discovery

TOP SECRETVCOMINT/REL TO USA,  FVEY

Understand usage of capabilities
Use Case Class Mapping
] . Developed jointly between GCHQ

and NSA to understand
— the benefits of our current
capabilities
— where respective strengths and
weaknesses exist
* Provides a clear set of drivers for
architectural evolution
— Missing capabilities
— Suboptimal use of capabilities
— Opportunities for collaboration and
reuse

Avoid becoming an outlier
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